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Abstract

This report assesses the ultimate retrieval accuracy
that could be obtained by MIPAS if there were no
limit on the number of measurements used in the re-
trieval. The analysis is performed for each of the 7
target species (pT', CHq, HoO, HNO3, N2O, NO; and
03), assuming a measurement sequence of 16 spectra
from 8-53 km in 3 km steps, with profiles retrieved
at the tangent points.

The accuracy is defined in terms of the ‘total re-
trieval error’, which includes estimates of all known
systematic error sources as well as the random com-
ponent due to instrument noise (with the caveat that
uncertainties in the absolute values of HITRAN line
strengths have not been considered).

The measurements are selected using the Oxford
microwindow program which is run until no more
microwindows can be found that improve the the re-
trieval.

The sensitivity of the results to the selection crite-
ria is discussed in an Appendix.

Apart from the results, the main conclusion is that
the limiting accuracy in VMR retrievals is either in-
strument noise or, more usually, the assumed 3 K
temperature uncertainty, a somewhat arbitrary figure
which perhaps should be re-assessed. Also, that while
several hundreds of microwindows can be found, there
are no obvious optimum points at which to truncate
the microwindow list.

1 Introduction
Operational constraints require that processing of

MIPAS data in real time is restricted to using a few
tens of microwindows per species, and various objec-
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tive schemes[1][2][3] have been developed in order to
select the optimum microwindows.

This study assesses the accuracy that could be ob-
tained if there were no such constraints. The pro-
cedure is to use the Oxford microwindow selection
program MWMAKE[2][3], and simply continue to select
microwindows until the accuracy can be improved no
further.

A useful feature of the microwindow selection pro-
cess is that not only does it simulate the retrieval er-
ror due to random noise, it also quantifies the effect
of the various sources of systematic error, allowing a
‘total error’ for the retrieval to be defined and anal-
ysed.

2 Error sources

The ‘random error’ is defined as the error due to
noise, based on the instrument test results supplied
by ESA[4]. This is then apodised, which has the effect
of reducing the amplitude and creating correlations
between adjacent spectral points.

The ‘systematic error’ covers all other known er-
ror sources, which are correlated over larger scales.
Except where otherwise stated, the individual sys-
tematic errors are assumed to be correlated for all
measurements. The errors considered are:

Contaminant uncertainties Each species is as-
sumed to be known to a limited accuracy, taken
as 1/6th of the difference (in log-space) of min-
imum and maximum profiles for each species[5].
The min and max are assumed to represent +3¢
variations about a mean, hence 1o uncertainty
is estimated by taking 1/6 of this variability. No
assumptions are made about the sequence of re-
trievals (other than that the pT retrieval is first),
hence ‘climatological’ uncertainties are assumed
for all contaminants. These error contributions



are listed in Tables 1-7 by their chemical formu-
lae.

Gain Errors Assumed to be 2% uncertainty. Un-
correlated between microwindows. Listed as
‘gain’ in the tables.

Hitran Errors Based on a perturbing line parame-
ters by a typical uncertainty, as used in the mi-
crowindow study[6]. Uncorrelated between dif-
ferent microwindows. This does not allow for the
uncertainties in absolute line strength, only rel-
ative uncertainties between bands (line strength
errors map directly into errors in retrieved con-
centrations). Listed as ‘hitran’ in the tables.

Temperature Errors Assumed to be 3 K. This fig-
ure partly arises from the assumed pT retrieval
error (1 K), but mostly represents an uncertainty
due to horizontal temperature gradients in the
line-of-sight. Applied to constituent retrievals
only. Uncorrelated between altitudes. Listed as
‘tem’ in the tables.

Pointing Errors Assumed to be 150 m (=2% in
tangent pressure). Also arising from the pT re-
trieval. (NB: This only represents the error in
retrieving tangent point VMR given an incor-
rect tangent point pressure, and does not in-
clude the often larger error associated with steep
VMR gradients as a function of pressure.) Ap-
plied to constituent retrievals only. Uncorrelated
between altitudes. Listed as ‘los’ in the tables.

Non-LTE Errors Effect of neglecting non-LTE ef-
fects, using calculations performed for microwin-
dow study[6]. Listed as ‘nonlte’ in the tables.

Spectral Calibration Errors Assumed to be
0.001 cm~!, expected residual error from the
MIPAS in-flight spectral calibration. Listed as
‘shift’ in the tables.

Continuum Parametrisation Errors The mag-
nitudes of the various gaseous continuum ab-
sorption coefficients (HyO, COq, Ny, O2) are as-
sumed to have an uncertainty of 25%. Listed as
‘ctmerr’ in the tables.

3 Microwindow Selection

The Oxford multilayer microwindow selection pro-
gram MWMAKE is used to construct/select microwin-
dows sequentially. Having determined a suitable
single measurement (specified on the 0.025 cm™!
wavenumber grid and 3 km tangent altitude grid) as

a ‘starting point’, microwindows are ‘grown’ by grad-
ually including adjacent points until either no fur-
ther points are found which improve the retrieval, or
(occasionally) the imposed limit of 3 cm™! width is
reached. This gives a maximum of 1936 measure-
ments in a microwindow (=121 spectral points X
16 altitudes). While the microwindow is nominally
‘rectangular’, being defined by pairs of wavenumber
and altitude boundaries, this procedure also gener-
ates ‘spectral masks’: internal points can be excluded
from the microwindow if they increase the total error
(this may arise because measurement contributions to
the retrieval are weighted only by the random error
and not the total error).

Since there is no guarantee that the best start-
ing point will grow into the best microwindow, new
microwindows are actually grown from 99 different
starting points, compared, and only the best is used.
The retrieval errors are then modified to include this
microwindow, a new set of trial starting points se-
lected and the process repeated.

For the VMR retrievals, the retrieval state vector
contains 16 elements corresponding to the VMR, at
the tangent altitudes, plus one element for every mi-
crowindow corresponding to the offset retrieval, and
one element for every microwindow altitude at or be-
low 29 km for the continuum retrieval (i.e., offset
and continuum profiles are retrieved independently
for each microwindow).

The use of instrument pointing information in the
operational pT retrieval is simulated by retrieving a
single reference pressure along with 16 tangent tem-
peratures. Effectively, this is assuming perfect rela-
tive pointing knowledge but poor absolute pointing.

To begin the selection, the program requires an a
priori estimate of retrieval uncertainty (random er-
ror), and this is set to 100% for constituent VMR,
10 K for temperature, 10% for reference pressure,
1000% for continuum and the NESR for the offset.

Where the final retrieval uncertainty falls to less
than 10% VMR or 1 K temperature, it can be as-
sumed that the result would be the same as that ob-
tained using a least-squares fit without any influence
from the a priori.

4 Defining ‘Accuracy’

The program evaluates improvement in retrieval ac-
curacy in terms of the increase in a ‘figure of merit’
H, which is itself is defined in terms of a decreasing
‘error function’ F’

1)

F' is generally some scalar function of the random
(8™4), systematic (S*®) and/or requirement covari-

H = —% log, (F”V/Fapr)



ance (S™9) for the retrieval. Since H increases mono-
tonically as F' decreases, the form of Eq. (1) serves
only to define H = 0 as the merit associated with the
a priori information alone, and a unit increment in
H with a factor 4 reduction in F'. It is the function
F itself which determines the selection.

A simple form of F, here labelled Fy, considers only
the total error,

Fo =[] st =TT (s + s3°)

where S;; represent the diagonal elements of the
covariance matrix, considering only elements i =
1...16 corresponding to the profile of the target
quantity, and excluding offset or continuum informa-
tion. In this case a unit increment of H (1 ‘bit’ of in-
formation) corresponds to a factor 2 reduction in the
1-0 uncertainty at one profile level. On all the plots in
this report, retrievals have been evaluated using this
function Fpy in order to provide a more meaningful
number (in fact, a plot of the F3 figure of merit gen-
erally follows a very similar curve, but with a vertical
offset — see Appendix).

For the microwindow selection a slightly more com-
plicated function, F3, has been used:

r=T[(3sme+dsrase) o

2

2)

This biases the selection towards microwindows with
a relatively low systematic error compared to the ran-
dom error, on the assumption that, while the random
errors would continue to decrease as more microwin-
dows are added, the systematic errors would ulti-
mately be irreducible. Thus a lower final error should
be obtainable if the systematic errors are kept low to
start with (whether or not this is the case is examined
in the Appendix). Having found all microwindows to
maximise the F3 function, the microwindow list was
re-evaluated using the Fp function and any further
microwindows which improved Fy then added.

The presence of the requirement covariance (25%
VMR, 3 K) serves to bias the initial selection to im-
provement at altitude where the requirement is not
met, but after that should have little further effect.

Also plotted on the ‘Figure of Merit’ graphs (using
the right hand axis) are three curves illustrating the
contributions of random and systematic errors to the
total as more measurements are added. These are
derived from the trace of the various error covariances

Smd SSy Stot
Z Sapl‘) Z Sapl‘) Z Sapr (4)
Thus the total error starts at a ﬁgure of 1 before
the first microwindow is selected, representing the a

priori random component alone (since there is no a
priori systematic error).

5 Results & Discussion

Results for each of the 7 retrievals are shown in
Figs. 1-7 and Tables 1-7.

pT Retrieval accuracies 0.2-0.4 K at all altitudes.
Gain, HITRAN and O3 uncertainties are the
major systematic error sources, and compara-
ble to the random error. Surprisingly, non-LTE
is also significant at lower altitudes. Microwin-
dows are selected in all bands except C (the se-
lection program requires some sensitivity to CO2
for all pT" microwindows, and there are no CO»
lines in the C band), initially from the A band
then, as these reduce in size, larger microwin-
dows mostly from the D band. The switch from
Fs to Fy at MW+#3189 is evident in the sharp
discontinuity in the Figure of Merit Curve (the
last few microwindows selected with F3 had ac-
tually been causing the Fy Figure of Merit to
reduce). Note that horizontal temperature gra-
dients are only included in the 3 K temperature
uncertainty used as input to the VMR selection,
and are not considered in the pT selection itself.

CH, Above 29 km, retrieval accuracy is 10-15%,
limited by temperature uncertainty. Below
29 km, retrieval accuracy is around 5%, lim-
ited by random errors. Below 20 km, the HI-
TRAN uncertainty is the dominant systematic
error source, although only contributing around
2% VMR error. Microwindows are small com-
pared to other species, and concentrated in the
B band, with some in the AB and C bands. The
switch from F3 to Fy occurred at MW#3839, but
did not appear to lead to any significant change
in behaviour.

H>0 Up to 20 km, retrieval accuracy is 4-7%,
around 12% from 32 km upwards and around
10% from 23-29 km. The increase above 23 km
is mainly due to the increased temperature sys-
tematic error which becomes dominant at higher
altitudes. HITRAN uncertainties are the largest
systematic error source from 14-20 km but in
this altitude range the accuracy is limited by
the random noise which remains around 2-5%
for the whole profile from 11 km upwards. Be-
haviour at 8 km is very different: random noise
is small (0.7%) but the non-LTE error of 3%
is the largest error source. Microwindows are
selected across the whole spectral range up to
2100 ecm~!, but there is a significant reduction
in average size after the first 500 microwindows.
The F3/Fy switch occurred at MW+#2194, the
last microwindows selected under F3 evident as
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Figure 1: pT Results. Top left panel shows increase in information with number of measure-
ments, along with reduction in trace of the error covariances (key as in top right). Top right
shows final total error profile, together with profiles of the random and systematic error
components. Also shown are the total error profiles after 10 and 100 microwindows have
been selected. Bottom left plot shows wavenumber and altitude coverage of the microwin-
dows. Bottom right plot shows band and size of microwindows as a function of selection
number (see bottom left plot for key).
Table 1: pT' Error contributions.

Microwindows = 3616

Alt

Average size = 131 meas./ MW  Used/Total meas. = 167523/474478 (35%)

8km 11km 14km 17km 20km 23km 26km 29km 32km 35km 38km 41km 44km 47km 50km 53km

Rnd
Sys
Tot

01T 01 01 01 01 O1 01 01 01 01 02 02 02 02
03 04 02 02 02 02 02 02 02 02 02 01 01 02
03 04 02 02 02 02 02 03 02 03 03 02 02 02

Significant systematic error sources

h2o
03
n2o
ch4
hno3
ccl4
cof2
nonlte
hitran
gain
ctmerr

60 00 00 01 01 00 00O 00 0O 00 00 00 00 0.0
60 01 01 01 00 0O 00 01 01 01 01 01 00 0.0
01 01 00 00 00O 00O 00O 00 0O 0O 00O 00 00 0.0
01 01 00 00 00 0O 00 00 0O 01 01 00 00 0.0
01 01 00 00 00 00O 00O 00 OO 00 00 00 00 0.0
01 01 00 00 00 00O 00O 00 0O 00 00 00 00 0.0
01 00 00 00 00 00 00O 00 00O 00 00 00 00 0.0
01 02 01 01 01 01 00 00 0O 00 00 00 00 0.0
1 01 00 01 01 01 01 01 01 01 01 01 01 0.1
01 02 01 01 01 02 01 02 01 01 01 01 01 0.1
01 00 00 00 00 0O 00O 00 00 00 00 00 00 01

0.2
0.1
0.2

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.1
0.1
0.0

0.2
0.3
0.4

0.1
0.1
0.1
0.0
0.1
0.0
0.0
0.0
0.1
0.2
0.1
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Figure 2: CH4 Results. Top left panel shows increase in information with number of mea-
surements, along with reduction in trace of the error covariances (key as in top right). Top
right shows final total error profile, together with profiles of the random and systematic error
components. Also shown are the total error profiles after 10 and 100 microwindows have
been selected. Bottom left plot shows wavenumber and altitude coverage of the microwin-
dows. Bottom right plot shows band and size of microwindows as a function of selection

number (see bottom left plot for key).

Table 2: CH4 Error contributions.

1000

Microwindows = 899

Average size = 131 meas./MW  Used/Total meas. = 46157/117961 (39%)

Alt 8km 11km 14km 17km 20km 23km 26km 29km 32km 35km 38km 41km 44km 47km 50km 53km

Rnd 46 53 41 36 39 43 41 46 55 46 46 45 33 26
Sys 26 29 22 30 31 42 66 96 11.7 124 129 13.1 134 11.8
Tot 52 6.1 47 47 50 6.0 78 107 13.0 13.2 13.7 139 13.7 120

Significant systematic error sources (largest error source at each altitude in bold):
n20 02 01 02 06 08 09 11 20 11 09 06 07 02 03

hno3 04 0.1 00 01 02 03 07 12 08 00 06 06 05 0.0

hoe! 01 05 01 02 01 02 01 03 01 03 02 00 00 0.0

nonlte 00 00 00 00 0O 03 03 07 00 04 16 15 19 1.1
hitran 2.1 2.3 1.6 21 1.9 23 24 33 27 26 19 11 14 038

gain 14 11 09 07 08 13 09 11 10 11 12 1.0 15 1.0

tem 0.5 1.0 0.8 1.7 19 2.8 5.5 8.0 10.6 11.5 12.2 12.7 12.9 11.4
los 05 07 05 07 09 12 19 28 32 32 28 21 20 20

3.0
10.5
10.9

0.3
0.0
0.0
0.6
0.6
0.9
10.3
2.0

3.1
12.6
12.9

0.6
0.2
0.1
8.0
1.0
1.5
9.3
2.0
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Figure 3: H,O Results. Top left panel shows increase in information with number of mea-
surements, along with reduction in trace of the error covariances (key as in top right). Top
right shows final total error profile, together with profiles of the random and systematic error
components. Also shown are the total error profiles after 10 and 100 microwindows have
been selected. Bottom left plot shows wavenumber and altitude coverage of the microwin-
dows. Bottom right plot shows band and size of microwindows as a function of selection

number (see bottom left plot for key).

Table 3: HyO Error contributions.

Microwindows = 2241

Average size = 151 meas./MW  Used/Total meas. = 131306/338286 (39%)

Alt 8km 11km 14km 17km 20km 23km 26km 29km 32km 35km 38km 41km 44km 47km 50km 53km

Rnd 07 21 45 59 52 36 40 42 40 41 34 1.9
Sys 46 3.7 19 1.7 44 85 83 95 121 11.2 11.1 124
Tot 47 42 49 6.1 6.8 92 92 104 127 12.0 11.6 125

Significant systematic error sources (largest error source at each altitude in bold):

o3 04 01 02 01 04 18 26 29 26 15 12 0.3

ch4 03 02 00 04 03 25 28 24 22 16 14 0.6
nonlte 3.0 06 02 00 01 02 01 01 07 08 07 1.9
hitran 11 15 1.4 13 29 21 28 31 28 31 25 33
gain 12 18 05 06 13 06 12 11 09 07 07 038
ctmerr 0.5 1.1 00 02 03 02 01 05 09 04 04 02
tem 2.7 2.1 08 05 27 %70 5.8 7.3 101 9.7 9.8 11.1
los 1.2 10 07 05 11 18 18 24 36 3.7 37 39

2.1
11.9
12.1

0.1
0.5
2.0
2.8
0.7
0.1
10.7
3.8

2.6
11.6
11.9

0.3
0.8
2.2
3.8
1.3
1.3
10.0
3.3

3.7
11.5
12.0

0.3
0.8
4.0
2.5
0.9
0.0
10.0
2.7

4.5
12.2
13.0

0.5
0.8
5.2
1.8
1.5
0.2
10.5
2.3
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Figure 4: HNOg3 Results. Top left panel shows increase in information with number of mea-
surements, along with reduction in trace of the error covariances (key as in top right). Top
right shows final total error profile, together with profiles of the random and systematic error
components. Also shown are the total error profiles after 10 and 100 microwindows have
been selected. Bottom left plot shows wavenumber and altitude coverage of the microwin-
dows. Bottom right plot shows band and size of microwindows as a function of selection

number (see bottom left plot for key).

Table 4: HNO3 Error contributions.

250

Microwindows = 449

Average size = 297 meas./ MW  Used/Total meas. = 52427/133375 (39%)

Alt 8km 11km 14km 17km 20km 23km 26km 29km 32km 35km 38km 41km 44km 47km 50km 53km

Rnd 81 87 63 29 18 1.7 23 28 33 57 88 161 63.6 100
Sys 48 53 51 57 69 61 45 44 62 51 32 40 48 0.0
Tot 94 102 81 64 71 63 51 52 7.0 7.7 94 16.6 63.7 100

Significant systematic error sources (largest error source at each altitude in bold):
n20 1.2 07 05 01 01 09 06 03 02 00 02 00 04 0.0
ch4 05 07 05 03 00 05 06 08 05 01 00 01 13 0.0

hitran 2.0 2.7 2.7 2.1 1.7 2.4 1.9 1.7 2.5 2.1 1.6 3.0 1.9 0.0

gain 3.0 2.3 1.7 1.3 1.3 1.2 1.2 1.0 1.1 1.0 0.7 1.8 1.5 0.0

shift 0.2 05 04 01 00 01 05 04 02 01 04 01 16 00
tem 26 3.5 3.7 50 64 51 34 3.4 49 4.0 2.5 1.8 2.9 0.0

los 05 09 10 11 13 13 11 12 19 1.7 09 06 04 0.0

100
0.0
100

0.0
0.0
0.0
0.0
0.0
0.0
0.0

100
0.0
100

0.0
0.0
0.0
0.0
0.0
0.0
0.0
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Figure 5: NoO Results. Top left panel shows increase in information with number of mea-
surements, along with reduction in trace of the error covariances (key as in top right). Top
right shows final total error profile, together with profiles of the random and systematic error
components. Also shown are the total error profiles after 10 and 100 microwindows have
been selected. Bottom left plot shows wavenumber and altitude coverage of the microwin-
dows. Bottom right plot shows band and size of microwindows as a function of selection
number (see bottom left plot for key).
Table 5: NoO Error contributions.
Microwindows = 582 Average size = 250 meas./MW  Used/Total meas. = 58995/145261 (41%)
Alt 8km 11km 14km 17km 20km 23km 26km 29km 32km 35km 38km 41km 44km 47km 50km 53km
Rnd 34 42 41 40 39 31 32 36 30 36 45 54 53 53 92 122
Sys 2.5 1.5 21 29 34 50 78 101 163 163 157 138 119 86 69 6.1
Tot 42 45 46 49 52 59 84 108 16.5 16.7 163 149 13.0 101 11.5 13.7
Significant systematic error sources (largest error source at each altitude in bold).
o3 01 01 02 04 09 11 25 25 18 09 06 02 07 04 04 0.0
chd 04 04 1.0 14 1.5 1.5 29 25 28 23 1.7 1.0 0.7 01 0.5 0.2
hitran 2.1 1.2 1.4 1.5 1.6 1.1 2.0 1.0 1.9 2.2 1.9 1.1 2.7 1.5 1.2 1.6
gain 1.1 0.6 05 0.6 1.0 07 1.0 0.8 1.1 1.5 14 1.1 24 1.1 1.0 1.2
tem 0.2 04 10 16 2.1 4.2 5.9 89 153 154 15.1 13.5 11.0 8.1 6.4 5.4
los 03 04 04 0.5 1.0 1.5 2.0 24 37 35 27 22 21 2.1 1.9 1.6




NOZ Information

50F ‘ 11.000
= 45F ] =
E Q.
-~ , 10.100 <
. 40r ] =
S [ .
© 35 ] >
5 i 10.010 &
b 30 1 —
251 ‘ 10.001
102 10% 10°
No.Measurements
NOZ MW Coverage _
60; + ‘>< o ‘ A ‘ | 4@
3 ] o
_50¢ ] =
£ 40t =
— 5
o 30F E 3
= £
= 20F . —
< N
WO} k | — | — E (B
0of . A AB B . C D ] =
500 1000 1500 2000 2500

Wavenumber [cm—1]

NOZ Error Profile
60 [ ‘
£ 40t
o
o
E L
= 201
= L
ol
1 10
7% VMR
NO2 MW Size
[N ‘A ‘NAJAA‘ ++‘+++ ‘
17000k » AAAJA% Lastt ]
A R R gt s
N SN M, AAAA L ++ +A
[ AA N A IN AA N :++
100 = & hna A N 3
FA A s A+ 4N
(A & A A ++
A +
WO? A D E
(N3 E

0O 20 40 o0 80 100 120 140

Microwindow#

Figure 6: NO2 Results. Top left panel shows increase in information with number of mea-
surements, along with reduction in trace of the error covariances (key as in top right). Top
right shows final total error profile, together with profiles of the random and systematic error
components. Also shown are the total error profiles after 10 and 100 microwindows have
been selected. Bottom left plot shows wavenumber and altitude coverage of the microwin-
dows. Bottom right plot shows band and size of microwindows as a function of selection

number (see bottom left plot for key).

Table 6: NO, Error contributions.

Microwindows = 365

Average size = 137 meas./ MW

Used/Total meas. = 18250/49941(37%)

Alt 8km 11km 14km 17km 20km 23km 26km 29km 32km 35km 38km 41km 44km 47km 50km 53km

Rnd 88.9 625 20.3

Sys

15.3

17.4

4.7

Tot 90.2 64.9 209

h2o
ch4
hitran
gain
shift
tem

10.2
0.1
3.2
1.1
7.9
5.1

7.2
0.9
5.9
5.2
5.1
9.3

1.0
0.1
3.0
1.4
0.1
2.5

128 102 88 84 75 62 40 29 29
45 48 49 58 8.0 146 146 13.3 109
13.5 11.2 10.0 10.2 11.0 159 152 13.6 11.3
Significant systematic error sources (largest error source at each altitude in bold).
00 08 11 15 20 26 06 1.0 08
06 14 12 11 08 00 01 02 0.0
2.7 2.7 2.2 2.4 2.5 1.6 1.1 1.1 1.8
1.6 1.2 1.3 1.2 1.3 1.5 0.9 0.9 1.5
05 00 01 04 00 04 04 03 04
28 3.0 34 4.2 7.0 13.9 14.3 13.0 10.4
09 09 10 12 16 22 23 21 20
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Figure 7: O3 Results. Top left panel shows increase in information with number of measure-
ments, along with reduction in trace of the error covariances (key as in top right). Top right
shows final total error profile, together with profiles of the random and systematic error
components. Also shown are the total error profiles after 10 and 100 microwindows have
been selected. Bottom left plot shows wavenumber and altitude coverage of the microwin-
dows. Bottom right plot shows band and size of microwindows as a function of selection
number (see bottom left plot for key).

Table 7: O3 Error contributions.
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hitran
gain
tem
los

1.3 1.8 20 15 19 14 13 18 19 17 17 12 09 08
1.1 16 10 o07v 08 06 07 10 12 12 09 07 06 06
1.2 16 13 11 13 09 13 31 59 6.7 70 71 6.5 54
08 1.8 16 13 14 12 1.2 17 28 32 29 24 21 20

2.7
5.0
5.7

0.8
0.5
4.5
2.0

3.0
3.2
4.4

0.7
0.6
2.6
1.5

10



a small plateau in the Figure of Merit plot before
the curve starts to rise again.

HNO3; Accuracies of 5-10% are obtainable up to
38 km, dropping off rapidly at higher altitudes.
Temperature uncertainty is the dominant sys-
tematic error source at almost all altitudes, fol-
lowed by HITRAN uncertainties, but total ac-
curacy is limited by random errors below 14 km
and above 35 km. Initially, most microwindows
are selected from the B band but eventually the
A and C bands. These microwindows often reach
the maximum width (especially A band) but
there is a decreasing trend in size with a large
number of single-point microwindows at the end.
Only 4 further microwindows were added when
switching to Fp.

N,O Retrieval accuracy of around 5% up to 26 km,
10-15% above that. Temperature uncertainty is
the major error source from 23—47 km, random
errors at higher and lower altitudes. HITRAN
uncertainties contribute about 1-2% error at all
altitudes, and are the largest systematic error
source below 17 km. Microwindows are found
in all bands, mainly B band to begin with then,
as these decrease in size, mainly D band then A
band. There is a single C band microwindow,
(1746.8-1749.8 cm™!) selected as #180. Only 4
microwindows were added when switching to Fp.

NO; Retrieval accuracy of 10-15% from 17-47 km,
falling off rapidly above and below. The large
random errors at high and low altitudes mean
that the random and total covariance traces al-
most coincide. In the altitude range for useful
retrievals, there is a clear divide at 29 km. Re-
trieval accuracy is limited by the temperature
uncertainty above this, and by random errors
below this. Microwindows are found in the C
band initially, then in the A band, and gradu-
ally decrease in size. It should be remembered
that this is based on a day-time NOs profile;
at night-time, when NO» concentrations are sig-
nificantly larger (especially above 40 km), bet-
ter accuracy should be obtainable. Switching
to Fy from MW#221 onwards led to the selec-
tion of a large number of single point microwin-
dows, all A-band and all at 8 km (apart from
the very last microwindow). Since both NOg
and microwindow-continuum are retrieved from
this single measurement, the large (1000%) con-
tinuum @ priori uncertainty seems to provide
enough of a constraint for useful NO2 informa-
tion to be retrieved at that altitude when using
the Fy criterion, although not with the smaller
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emphasis on random error reduction using the
F3 criterion.

O3 Retrieval accuracy of 5-10% for whole profile.
Random errors around 3% from 14 km upwards,
but dominant error up to 26 km. Above 29 km
accuracy limited by temperature uncertainty.
HITRAN uncertainty contributes 1-2% error at
all altitudes, and is the dominant systematic er-
ror below 26 km. Microwindows are found in
all bands, mostly small microwindows in the A
and AB bands initially but eventually larger mi-
crowindows in the B, C and especially D bands.
The switch from F3 to Fy occurs at MW+#1708.
Although this transition coincided with a modifi-
cation to MWMAKE to suppress single-measurement
microwindows, nevertheless a significant number
of microwindows were added.

The temperature systematic error in the VMR re-
trievals shows the same general pattern of reaching a
maximum around 30-35 km. The reduction at higher
altitudes can be explained due to the increasing atmo-
spheric temperature: a 3 K temperature uncertainty
represents a smaller fraction of radiance at 270 K
(50 km) than at 230 K (30 km), hence translates into
a smaller error in retrieved concentration. At lower
altitudes, although the atmospheric temperature re-
duces, the continuum retrieval presumably absorbs
most of the temperature error: effectively the VMR
is not fitted to the absolute value of the peak radi-
ance, but depends more on the contrast between the
peak and the continuum, and the size of this radiance
difference reduces with altitude. This is supported by
the observation that several of the VMR retrievals
show a significant jump in the temperature-induced
error at 32 km, the first altitude above the range over
which the continuum profile is fitted (8-29 km).

6 Conclusions

The ultimate total error profiles are summarised in
Fig. 8.

1. After the first one or two microwindows, accu-
racy increases fairly steadily as a function of the
logarithm of the number of measurements (or mi-
crowindows) used, with only a gradual tailing off
as the limit is approached. This makes it difficult
to define an ‘optimum’ number of microwindows
to use.

Temperature can apparently be retrieved to an
absolute accuracy of 0.2-0.3 K at most altitudes,
however this analysis does not take into account
the effect of any horizontal gradients.
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Figure 8: Summary of Ultimate Accuracy Results.

3. The assumed 3 K temperature uncertainty is the

dominant term in the VMR retrievals (as ex-
pected, since radiance varies by several percent
for a 1 K temperature increase). In a horizon-
tally uniform atmosphere one could justify di-
viding this error by at least a factor 3 to obtain
a truer estimate of ultimate accuracy (at mid-
latitudes, at least).

. When using a few tens of microwindows, the
accuracy obtainable does not appear to be a
strong function of the selection criterion (see Ap-
pendix).

. Cross-contamination is not a significant limita-
tion on the accuracy of the VMR retrievals, i.e.,
it is possible to select microwindows such that
species can be retrieved without prior knowl-
edge of other species concentrations. However,
if other species concentrations are better known,
the increased scope for microwindow selection
will presumably still allow a reduction in other
error terms.

6. Only independent retrievals have been consid-
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ered here. Higher accuracy could be obtained
by performing ‘joint’ retrievals (e.g., pT & H>O,
CH4 & N2O) and these probably represent a bet-
ter use of extra cpu-processing time than adding
more microwindows.

. Given conclusions #2 and #3, it is probably bet-

ter to model the effect of horizontal temperature
gradients and temperature retrieval uncertainty
separately rather than as a combined 3 K re-
trieval error. This would probably lead to im-
proved VMR accuracy and worse temperature
accuracy.

. To reiterate two important caveats: this analysis

applies only to mid-latitude, day-time conditions
and no allowance has been made for the absolute
uncertainty in HITRAN line strengths.
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Figure 9: CH4 Results for different selection criteria. See Appendix for details.
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Appendix: Varying Selection
Criteria

As mentioned in §4, the 3:1 sys:rnd weight should
tend to bias the selection towards microwindows with
larger random errors. The choice of weight is based
on a crude assumption that the systematic error will
remain constant while the random error reduces as
VN so, for about 20 microwindows, the two compo-
nents will contribute equally to the total error. The
trace plots in Figs. 1-7 actually show the systematic
error also reducing as more microwindows are added,
although not as rapidly as the random error contri-
bution (HNO3 and NO» being exceptions, where the
trace is dominated by the high random errors outside
the retrievable altitudes).

To examine the effect of this weighting, two further
experiments have been performed, using just the CHy
and NO, microwindows. Results are shown in Figs. 9
and 10, including the original F3 selection for com-
parison.

1. Removing microwindows#1-20 from the set de-
rived in §5, reusing all the remaining microwin-

dows, then searching for new microwindows (in-
cluding the possibility of using the spectral gaps
left by the removal of #1-20) until no further
improvement is found. This is shown as ‘F3*’ in
the plots.

2. Constructing an entirely new set of microwin-
dows based on the Fy merit function, as de-
scribed in §4, which simply minimises the total
€rror.

In the first experiment it is assumed that, despite
the 3:1 weighting, the first 20 microwindows will still
contain a relatively large systematic error component
compared to the subsequent microwindows. There-
fore eliminating these microwindows should reduce
the systematic error component of the total error,
and allow scope for further microwindow selection
that could exploit this and result in a higher final
figure of merit compared to the original F3 selection.

Results show that although the F3* selection does
indeed result in a selection with lower systematic er-
rors, the selection process seems unable to exploit
this and the final random error component is larger,
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Figure 10: NO» Results for different selection criteria. See Appendix for details.

hence the figure of merit almost unchanged. A sur-
prising feature is that the F3x figure of merit curve
(dotted line) increases roughly parallel to the orig-
inal F3 curve, and then converges rapidly once the
new microwindows are added. This suggests that the
information contained in the first 20 microwindows is
fairly distinct and not simply reproduced by the re-
maining microwindows (in which case, the two curves
would have converged gradually).

In the second experiment, no particular distinction
is made between systematic and random errors so it
is expected that the systematic error will grow more
rapidly for this case, and that the final figure of merit
will be reduced compared to the selection using F3. It
is also expected that the figure of merit will, initially,
be larger for Fy for a given number of measurements
since the Fj selection attempts to maximise the same
figure of merit as used on the plots.

Results for CH; show the expected reduction in
the final value of the Fy figure of merit (dotted line)
compared to F3, and that the Fj value is initially,
although briefly, higher. For NOy there is very little
difference between the curves, both during the selec-

tion and at the final value reached. However, for both
gases, the final random and systematic error profiles
for Fy are smaller and larger, respectively, than for
the F3 selection, as expected.

From these limited tests it is concluded that biasing
the initial selection towards low systematic errors is
probably beneficial when hundreds of microwindows
are used, but less obviously so when using only tens
of microwindows.
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